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• AI is rewriting the rules of C-Suite strategy
• #1 high-impact trend for CEOs: the rise of AI and gen AI (Thomas Reuters)

• AI expected to be means of achieving top 3 CEO goals

Top CEO Priorities in 2025 

Source: IBM, 5 mindshifts to supercharge business growth (2025)



• Mature AI governance results in better AI outcomes (e.g.,
productivity, program lifespan)

• Achieve organizational objectives

• Minimize and mitigate legal and regulatory risks

• Minimize and mitigate security risks such as shadow AI and
increased costs of data breaches

The Importance of AI Governance



• IBM surveyed 600 organizations affected by data breaches

• 63% lacked AI governance policies

• Only 34% regularly audited for shadow AI (unsanctioned)

• $670K – added breach cost for shadow AI

• 65% more PII and 40% more IP exposed in breaches involving shadow AI

• Takeaway: Ungoverned AI systems are more likely to be breached, are more
costly, and may take longer to remediate

AI Security Risks, By the Numbers

Source: IBM – Cost of a Data Breach Report 2025, the AI Oversight Gap (July 2025)



AI Security Risks, By the Numbers

Source: IBM – Cost of a Data Breach Report 2025, the AI Oversight Gap (July 2025)

Ungoverned AI systems are more
likely to be breached, are more
costly, and may take longer to
remediate



Introduction to 
AI Governance 



• A system of frameworks, practices and processes at an
organizational level.

• AI governance helps various stakeholders implement,
manage and oversee the use of AI technology.

• It also helps
• manage associated risks to ensure AI aligns with

stakeholders' objectives,
• is developed and used responsibly and ethically,
• and complies with applicable requirements.

Source: IAPP Key Terms for AI Governance (July 2025)

AI Governance



AI Governance - Evolving Definition



• Frameworks set standards for all phases of AI lifecycle: including
development, deployment, monitoring, and decommission

• Some standards recognized by laws such as Colorado AI Act as
compliance vehicles

• Examples
• VITA’s Enterprise Architecture Standard 225 (EA-225)
• NIST: Artificial Intelligence Risk Management Framework

(govern, map, measure, manage)
• ISO/IEC 42:001

AI Governance: Example Frameworks



AI Governance: MIT AI Risk Mitigation Taxonomy

Source: MIT (July 2025)



AI Governance: MIT AI Risk Mitigation Taxonomy

Source: MIT (July 2025)



Shadow AI, 
Vendor Management, 
Security Risks



What is Shadow AI?

Copilot Prompt: 
Generate a picture of "shadow artificial intelligence turned on secretly by
SaaS vendor" to be included in a presentation on AI governance for the C-
Suite. The graphic should not have any words.

• “Unauthorized use of AI systems in an organization, 
often against organizational policies for data 
governance, privacy, and AI use”

• Can be internal (employees) or external (vendors)

• Examples

• Internal – employee using ChatGPT to analyze 
proprietary data

• External – SaaS vendor ingesting company data 
into their GenAI

Sources: IBM (Oct. 25, 2024); IAPP Key Terms



Accuracy and Hallucinations:
OpenAI’s Terms of Use and Services Agreement (fkaBusiness Terms)



Content and Model Training:
OpenAI’s Terms of Use and Services Agreement (fkaBusiness Terms)



Vendor Management

• Required contract terms (e.g., Virginia Consumer Data 
Protection Act)

• Focus on key liability provisions (limitation of liability, 
indemnification, damages waivers)

• “Sales materials” versus representations/warranties

• AI Appendix or Supplement



Required Contract Terms (Va. Code §59.1-579)

Contract between controller processor governs the processor's data processing procedures regarding processing performed on behalf 
of controller.

Binding contract that shall clearly set forth 
• Instructions for processing data
• Nature and purpose of processing
• Type of data subject to processing
• Duration of processing
• All rights and obligations of both parties

Minimum contractual requirements that processor shall:
1. Ensure each person processing personal data is subject to a duty of confidentiality
2. At controller's direction, delete or return all personal data to controller as requested at the end of the provision of services, unless 

retention is required by law
3. Upon reasonable request of controller, make available all information in its possession necessary to demonstrate processor's 

compliance with state CDPA
4. Allow and cooperate with reasonable assessments by the controller or designee; alternatively, processor may arrange for a 

qualified independent assessor to assess processor's policies and technical/organizational measures using an appropriate control
standard. The processor shall provide a report to controller at their request.

5. Engage any subcontractor pursuant to written contract that requires subcontractor to meet processor's personal data obligations.





Security: MIT AI Risk Mitigation Taxonomy

Source: MIT (July 2025)



Deepfakes



Data Privacy AI Risks



Implementing AI Governance



What is your organization's top 
challenge in delivering on AI 
governance?

The Slido app must be installed on every computer you’re presenting from



Challenges in Implementing AI Governance (2025)

Source: IAPP/Credo AI (April 2025)



Board Structure & Oversight

Source: MIT (July 2025)



 Cross functional team, comprised of key players (e.g., CISO, chief 
privacy officer, HR director)

 May report directly to the CEO or full C-Suite

 Top uses of AI governance committees:
• PR/Communications

• Vendor Management

• Product Development

• HR

• Audit/Internal Control

AI Governance Committee

Source: IAPP/Credo AI (April 2025)



AI Risk Mitigation Officer

Source: EDRM, Ralph Losey (July 23, 2025)



 Start with framework

 Consult laws on the books (even if not applicable)

 Develop effective AI “Playbooks”

 Constant monitoring, continuous assessment

 Policies and standards

• Inventories

• Design documentation

• Risk assessments

• Developer guidelines (vendors and internal)

AI Governance: Accountability

Source: https://nutrition-facts.ai/



AI Service Card Example

 How it Works

 Architecture

 Model Details

 No Training on Customer Data

 Known Limitations

 Guardrails

• Monitoring

• Fairness and Bias

• Explainability and Transparency

• Accountability



Operationalizing AI

Source: U.S. General Services Administration, Centers of Excellence 





Legal and Regulatory Update



Executive Orders 

(State and 
Federal)

Federal 
Legislative 

Activity

International Law

Self-Regulatory 
Commitments, 
Attestations to 
Frameworks

State Regulatory 
Frameworks

Federal 
Regulatory 

Enforcement

Ongoing 
Rulemaking

State Legislative 
Activity

Non-Binding 
Policy Directives 

or Initiatives

Source: AI Check-Up: Regulatory Prognosis for AI/ML in Healthcare, Maggie 
Hanjani, Anushree Nakkana, Gregory Stein, & Alya Sulaiman, IAPP AIGG23 

(November 2023)

The Race to Regulate AI



State AI Developments:
Regulations, Legislation, Executive Orders

California
Pending Regulations

Virginia
Executive Orders

Colorado
Colorado AI Act



• Colorado’s “Consumer Protections for Interactions with Artificial Intelligence” law was enacted on May 17, 2024.  
Expected to go into effect February 1, 2026.

• Requires “developers and entities” that deploy “high-risk AI systems” to use reasonable care to prevent 
algorithmic discrimination.

• High-risk AI system defined as those that make or are a substantial factor in making 
“consequential” decisions. Defines a “substantial factor” as a factor that (i) assists in making a 
consequential decision, (ii) is capable of altering the outcome of a substantial decision, or (iii) is generated by 
an AI system.

• Consequential decision defined as a decision that has a “material legal or similarly significant 
effect” on the provision or denial to any consumer of, or the cost or terms of, education

• Education enrollment or opportunity, Employment or employment opportunity, Financial or lending 
services, Essential government service, Health care services, Housing, Insurance, Legal services

• Proposed Virginia law HB2094 similar to Colorado AI Act was vetoed

Source: SB205

State Level: Colorado AI Act

EP0
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EP0 Removed colon after “or the cost and terms of: education” and instead inserted a comma
Erin Pope, 2025-08-06T13:30:09.254



The Race to Regulate AI: Federal Level

• Executive Order (Jan. 23, 2025)
• Titled: Removing Barriers to American Leadership in AI

• EO 14110 rescinded on Jan. 20, 2025

• Policy objective: “to sustain and enhance America’s 
global AI dominance in order to promote human 
flourishing, economic competitiveness, and national 
security.”

• White House AI Action Plan (July 2025)
• Pillar I: Accelerate AI Innovation
• Pillar II: Build American AI Infrastructure
• Pillar III: Lead in International AI Diplomacy and Security



Source: Remarks of Chair Lina M. Khan, FTC Tech Summit (Jan. 25, 2024)

“There is no AI exemption
from the laws on the
books…”

-Lina M. Khan, FTC Chair

Existing Law Applies to AI



Data Privacy and 
Security Tort Liability

IP Consumer 
Protection

Discrimination 

and Bias
Contract Liability

AI Core Substantive Legal Risks



Currently Enacted 
Data Breach Notification Laws

Data Privacy AI Risks:
Personally Identifiable Information (“PII”)

Name plus… SSN, driver’s license ID, financial account with pin, or passport number 
See e.g. Va. Code § 18.2-186.6



EEOC v. iTutorGroup Inc.

Sources: EEOC (Sept. 11, 2023); Equal Employment Opportunity Commission v. iTutorGroup, Inc. et al, Docket No. 1:22-cv-02565 (E.D.N.Y. May 05, 
2022), Court Docket

AI Discrimination and Bias



 WW marketed a weight loss app for children

 FTC alleged WW collected and stored children’s PII 
w/o notice or parent consent

 Violation of Children’s Online Privacy Protection 
Act Rule (COPPA)

 In settlement, WW ordered to pay $1.5M, delete 
data, destroy algorithms that used data

Sources: 
• United States v. Kurbo, 3:22-cv-00946 (N.D. Cal. 2022), complaint, Complaint (ftc.gov), Stipulated Order, 

Weight Watchers/Kurbo: Stipulated Order (ftc.gov)
• FTC Takes Action Against Company Formerly Known as Weight Watchers for Illegally Collecting Kids Sensitive 

Health Data, FTC (March 4, 2022), FTC Takes Action Against Company Formerly Known as Weight Watchers 
for Illegally Collecting Kids’ Sensitive Health Data | Federal Trade Commission

Consumer Protection: FTC v. Kurbo (Weight Watchers)



“‘Model deletion’ also referred to interchangeably as model or 
algorithmic disgorgement, algorithmic destruction, and model 
deletion, is the compelled destruction or dispossession of data, 
algorithms, models, and associated work products that are created 
or shaped by illegal means.”

Source: Jevan Hutson & Ben Winters, America’s Next “Stop Model!”: Model Deletion, 1 
GEORGETOWN LAW TECH. REV. 124, 128-29 (Jan. 2024).

Consumer Protection: FTC v. Kurbo (Weight Watchers)



Source: In re X-Mode Social, Inc. (Jan. 9, 2024), https://www.ftc.gov/system/files/ftc_gov/pdf/X-Mode-D%26O.pdf

In re X-Mode Social(Jan. 9, 2024)
Consumer Protection: Model Deletion



Executive Orders 

(State and 
Federal)
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Source: AI Check-Up: Regulatory Prognosis for AI/ML in Healthcare, Maggie 
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(November 2023)

The Race to Regulate AI



This material is provided for informational purposes only. 
It is not intended to constitute legal advice nor does it 
create a lawyer/client relationship. The information 
provided may not be applicable in all situations and 
readers should speak with an attorney about their 
specific concerns. This material may be considered 
attorney advertising in some jurisdictions.
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